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1. Introduction 

In recent years, inexpensive head-mounted displays (HMDs) 

have become commercially available, allowing general users to 

easily experience virtual reality (VR) content. Also, the creation 

of VR content by using building information modelling (BIM) 

and 3D CAD software has become increasingly popular in the 

fields of computer-aided architectural design (CAAD) and 

architecture, engineering, and construction (AEC) owing to 

lower prices and improved production environments.  

However, the increased use of VR has resulted in a higher 

incidence of VR sickness 1). A likely cause of VR sickness is the 

mismatch between a user’s vision and vestibular senses 2). During 

a VR session, there is no vestibular input because the user’s body 

does not move in real space, while the field of view moves 

according to movement within the VR space. Also, when a 

designer or VR creator presents along a predetermined fly-

through or walk-through path, the audience is forced to be 

presented with VR images that involve movement and rotation.  

VR sickness develops because the visual and vestibular inputs 

do not match. Lo et al. 3) 4) found that the severity of VR sickness 

varies depending on the velocity and direction of the movement 

within the VR space. Guidelines have been developed to prevent 

and reduce VR sickness 5), but the severity of VR sickness is 

subjective, and the camera settings within a VR application 

largely depend on the experience of its creators. To ensure the 

quality of VR content and prevent VR sickness, it is necessary to 

have a function that can visualise movement within VR space 

during the VR production process. 

We have developed a camera velocity rendering method using 

a customised segmentation rendering technique that calculates 

the absolute linear and angular velocities of the virtual camera 

within a VR space at each frame and overlays a color on the 

screen according to the velocity value 6). This method visualizes 

the amount of camera movement (XYZ, roll-pitch-yaw) between 

two frames. As challenges, a single object, and objects that do not 

move, will have the same value. Also, the value of XYZ is the 

same even if the depth value from the camera to the object is 

different. In the real world, objects close to the camera move 

relatively faster. Therefore, it might be insufficient to evaluate 

VR sickness. 

The objective of this research is to develop a rendering method 

for a VR platform to meet the challenges of VR. We develop a 

camera motion vector visualization method using a customised 

segmentation rendering technique that calculates relative 

velocities on a VR screen at each frame and overlays a color on 

the screen according to the value. Our developed rendering 

method enables approaches that are more versatile than shaded 

and textured rendering, which is traditionally used in VR. This 

feature will enable creators to identify where in a virtual scene 

VR sickness is likely to occur. 

 

2. Literature Review 

Concerns about VR sickness are increasing along with the 

commercialisation and increasing performance of VR systems 1). 

VR sickness occurs while experiencing VR content and has 

symptoms similar to general motion sicknesses, such as vomiting, 

coldness and numbness in limbs, nausea, sweating, and headache 

7) 8). VR camerawork, in particular, has a large impact on VR 

sickness 3) 4). In a prior study, VR sickness was investigated by 

having subjects complete the Simulator Sickness Questionnaire 

9) as a psychological evaluation and measuring heart rate 

variability as a physiological evaluation. However, measurement 

and visualisation of the virtual camera within the VR space are 

not common in practical VR production processes. Research on 

reducing VR sickness by galvanic vestibular stimulation is 

ongoing 10).  

While the severity of VR sickness depends on the individual, 

collecting data of the VR camera and the degree of VR sickness 

during user tests is expected to provide useful information 

through statistical processing. In the previous study, we aimed to 
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develop functions to measure and visualise the virtual camera in 

VR content, including linear and angular velocities 6). 

 

3. Visualization of Relative Velocity on the Screen 

3.1. CALCULATION 

The relative velocity on the screen is the frame of reference (the 

image that corresponds to a certain moment in the video) and the 

vector that represents the motion from the frame of reference. It 

is also known as a motion vector. The value corresponds to the 

viewing angle velocity (yaw, pitch). When the depth from the 

camera to an object differs, objects far away from the camera do 

not move so much and objects near the camera move greatly. 

Therefore, it can be used as an evaluation factor of VR sickness. 

The projection coordinates of the drawing frame are calculated 

by the formula (1): 

 (𝑥,  𝑦,  𝑧,  𝑤) = 𝑀𝑃𝑟𝑜𝑗  × 𝑀𝑉𝑐𝑢𝑟𝑟 × 𝑃𝑜𝑠𝑒𝑐𝑢𝑟𝑟 ×  𝑉𝑒𝑟𝑡𝑒   (1) 

The projection coordinates of the previous frame are calculated 

by the formula (2): 

(𝑥′,  𝑦′,  𝑧′,  𝑤′) = 𝑀𝑃𝑟𝑜𝑗 × 𝑀𝑉𝑝𝑟𝑒𝑣 × 𝑃𝑜𝑠𝑒𝑝𝑟𝑒𝑣 ×  𝑉𝑒𝑟𝑡𝑒𝑥  (2) 

where 𝑀𝑉𝑐𝑢𝑟𝑟  is the model view matrix of the drawing frame 

(inverse of the camera matrix), 𝑃𝑜𝑠𝑒𝑐𝑢𝑟𝑟 is the object posture 

matrix for the drawing frame, 𝑀𝑉𝑝𝑟𝑒𝑣 is the model view matrix 

in the previous frame (inverse of the camera matrix) and 

𝑃𝑜𝑠𝑒𝑝𝑟𝑒𝑣 is the object posture matrix for the previous frame. 

The inverse matrix of the camera posture of the previous frame 

and the object pose matrix is maintained and sent to the shader at 

drawing time. 

Next, the relative velocity on the screen is calculated. The 

screen coordinates of the drawing frame are calculated by the 

formula (3): 

(𝑠, 𝑡) = (
𝑥

𝑤
,

𝑦

𝑤
) , 𝑑𝑒𝑝𝑡ℎ =

𝑧

𝑤
                 (3) 

The screen coordinates of the previous frame are calculated 

by the formula (4): 

(𝑠′,  𝑡′) = (
𝑥′

𝑤′ ,
𝑦′

𝑤′) , 𝑑𝑒𝑝𝑡ℎ′ =
𝑧′

𝑤′        (4) 

Therefore, the relative velocity on the screen is calculated by 

the formula (5): 

𝑣𝑠 =
𝑠 − 𝑠′

∆𝑡
,  𝑣𝑡 =

𝑡 − 𝑡′

∆𝑡
           (5) 

where 
1

∆𝑡
 is equivalent to the frame rate. The results of this 

calculation are sent to the shader. 

3.2. RENDERING 

The VR software UC-win/Road, which has a customisable 

rendering function, is selected as the VR development platform 

in this research. Although other VR platforms also have such 

customisable functions and can be similarly used for 

development, these platforms can generally execute rendering 

processing on a screen only once, while UC-win/Road can 

execute processing multiple times. It can also implement pre-

processing and post-processing rendering, both as a whole or for 

a particular scene. Furthermore, it can define variable values to 

be delivered to the shader when rendering objects, which can be 

used on the shader processing side (Figure 1). 

Figure 2 shows the processing flow of a customised 

segmentation rendering that overlays a color on the screen 

according to the motion vector values. The Shader Calculation 

process is processed in the plugin when processing Object 

Drawing in the Main Unit. In the Shader Calculation process, the 

position on the screen calculated by the formula (4), the relative 

velocity on the screen calculated by the formula (5), and then 

output to the frame buffer as a texture based on the calculated 

relative velocity. 

The direction and intensity of the vectors were defined as hue 

and saturation, respectively, as the color space in which the 

relative velocity values were mapped. The hues were red (R, G, 

B) = (1, 0, 0) for the positive x-axis orientation, cyan (R, G, B) = 

(0, 1, 1) for the negative orientation, green (R, G, B) = (0.5, 1, 0) 

for the positive y-axis orientation, and magenta (R, G, B) = (0.5, 

0, 1) for the negative orientation, as shown in Figure 3. By 

blending this color space with the original achromatized drawing, 

we can visualize the relative velocity on the screen. 

The shader program is implemented in the OpenGL Shading 

Language (GLSL) and can be customised by the user. These 

methods can be implemented as plug-in software on UC-

win/Road and can be switched on within the VR platform (Figure 

4). 

 

4. Evaluation 

We evaluated the method presented in Section 3 by applying it to 

a building design project in a VR application. The project is the 

new Sakaiminato civic center complex which includes a hall, a 

library, conference rooms, a Japanese-style tatami room, a 

welfare facility, and a disaster prevention facility.  

It is not easy to understand the design of a 7,000 square meter 

building complex using drawings and perspectives from limited 

viewpoints. In the case of a building complex, there are multiple 

managers and operators for different functions, and the users’ 

needs are diverse. The new Sakaiminato civic center complex is 

also planned to have multiple administrators for different 

functions. Also, it is planned that citizens will participate in the 

projects and operations of the complex.  

The VR for the new Sakaiminato civic center complex was 

created to review the design from the points of view of the client, 

administrators and users, and to discover any problems that might 
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appear after the completion of the building, and to study the 

solutions. The VR will also use publicising the building complex 

project to the general public. 

Architectural VR requires detailed camera work. For example, 

when turning down a corridor and going up and down the stairs, 

the speed of the VR virtual camera needs to be carefully 

monitored to avoid VR sickness. In particular, the entrance space 

of the library is circular in this project. When the VR walkthrough 

path in the library moved along a curved path on which furniture 

such as bookshelves and desks was laid out, the amounts of 

change in the velocity of the VR camera were observed in a way 

that would be useful for preventing VR sickness. 

We loaded the developed plug-in software and VR content into 

UC-win/Road, executed the rendering methods according to the 

usage scene, and observed the results. We used a laptop PC 

(GALLERIA GCR2070RGF-QC) with Intel Core i7-9700H 

processor, 16.0 GB of RAM, an NVIDIA GeForce RTX 2070 

SUPER 6GB, and a 1920 × 1080 display running Microsoft 

Windows 10. 

The user can switch the rendering methods to the camera’s 

velocity by using the dialogue box in the VR screen. The 

maximum and minimum values can be set to automatically 

change the colors on the screen depending on the relative velocity 

values on the screen. In this case, the maximum value was set to 

2.0 and the minimum value was set to 0.0. Typical VR 

screenshots are shown in Figure 5. The top rows show the normal 

rendering results and the bottom rows show the motion vector 

visualization results. 

 

Figure 3. The coordinate system of the overlaid hue, which 

represents the direction of the motion vector. 

 

Figure 4. Composite of colors representing motion vectors 

and the original image (monochrome). 

 

Figure 1. General rendering processing flow. 

 

Figure 2. The processing flow of a customised rendering that overlays a colour on the screen according to the motion velocity.  
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5. Conclusion 

We successfully developed a camera motion vector visualization 

method using a customised segmentation rendering technique 

and applied it to a VR application in a design project for a 

building complex. The developed rendering method could be 

observed in VR software, and the results were verified. 

In the future, the validity of the methods should be evaluated 

based on actual usage scenarios in architectural design. The 

maximum and minimum values for the output VR screen were 

set so that there was a clear color difference for verification of 

the developed rendering method. Reasonable settings of the 

maximum and minimum for preventing VR sickness need to be 

decided through user tests. The occurrence of VR sickness 

depends on the individual, but collecting data during user tests is 

expected to provide useful information through statistical 

processing. 
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Figure 5. VR screenshots of motion vector visualization in the civic center complex, Sakaiminato (Upper: normal mode, Lower: 

motion vector visualization). 
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