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1. Introduction 

1.1. BACKGROUND 

Information extracted from aerial photographs is widely used 

in urban planning and design. For example, green coverage 

rate and sky view factor can be measured and building 

location and exterior can be confirmed from photographs. As 

the use of unmanned aerial vehicle (UAV) technology has 

become more widespread, aerial photographs have become 

easier to take. Information that requires real-time properties, 

such as damage to buildings during a disaster, can be grasped 

using aerial photographs taken by UAVs. To obtain highly 

accurate information, it is necessary to capture many 

photographs in a short period of time. An effective method for 

detecting buildings in aerial photographs is to use artificial 

intelligence for understanding the current state of a target 

region. 

Recently, methods have been proposed for object 

detection and segmentation by deep learning. These methods 

can quickly and automatically detect the target objects in an 

image. It is also possible to detect buildings in aerial 

photographs by using this method. The accuracy of building 

detection is greatly influenced by the quantity and features of 

the dataset used to train the model, and it is necessary to train 

the model adequately for each target area. However, the 

building mask images used to train the model are generated 

manually in many cases. Considerable time is required to 

generate mask images from aerial photographs for model 

training because one aerial photograph can contain many 

buildings and many sets of aerial photographs and mask 

images are needed to train the model. A lot of image editing 

software is available, such as Adobe Illustrator 1) and GIMP 2). 

This editing software has a function for automatically clipping 

target objects. However, functions are not effective for 

generating specific mask images, such as buildings. 

A method is proposed for automatically generating mask 

images of buildings, roads, and other objects by using virtual 

reality (VR) 3D models for deep learning 3). Since the 

appearance of a normal virtual model is similar to but not the 

same as a photograph, it is difficult to obtain highly accurate 

detection results in the real world even if the image is used for 

deep learning training. Texture mapping is a method for 

defining surface texture, or color information on a 3D virtual 

model. We can also use photographs as textures in this 

technology 4). To use photographs as texture improve 

representation of 3D virtual models. However, photographs 

may contain obstacles other than the object. When using an 

aerial photograph with thin clouds as a training dataset, the 

training accuracy is reduced. These thin clouds need to be 

removed when using as textures. 

1.2. PREVIOUS RESEARCH 

In recent years, many object detection and segmentation 

methods have been proposed that use deep learning. By 

providing training data, features are automatically calculated 

and objects are detected based on the calculated features. 

Methods that detect objective areas as rectangles in images by 

using a convolutional neural network (CNN) such as AlexNet 

5) and You Only Look Once (YOLO) 6). Semantic 

segmentation 7) classifies each pixel into several categories 

and segments the objects in images by the silhouette. A 

system of automatically calculating green coverage rate and 

sky factor by semantic segmentation 8) has also been 

developed. A deep CNN-based method for automatically 

detecting suburban buildings from high-resolution Google 

Earth images has been proposed 9) as a building detection 

method using deep learning. A fused fully convolutional 

network model has been proposed to perform building 
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segmentation 10). Some research is being done to improve the 

accuracy of Mask-R-CNN for detecting building footprint 

boundaries. A method combining Mask R-CNN with building 

boundary regularization 11) has been presented. A method for 

detecting different scales of building and segmenting 

buildings to have accurately segmented edges 12) has been 

proposed. However, the building mask images for training the 

model are generated manually in many cases, which requires 

considerable time and expense to build. 

To solve this challenge, a method has been proposed for 

automatically generating mask images of buildings, roads, 

and other objects by using VR 3D models for deep learning 3). 

By using the 3D virtual model, we can create datasets that 

include mask images easily and rapidly. Since normal virtual 

models do not have the realism of a photograph, it is difficult 

to obtain highly accurate detection results in the real world 

even if the image is used for deep learning training. 

High-precision rendering methods have been developed, but it 

is generally difficult to use such methods because many 

computers do not have high enough specs. Using textured 3D 

virtual models with photographs can solve this challenge 4). 

Photographs may contain obstacles other than the object. To 

remove these obstacles in photograph, the image generation 

methods by using Generative Adversarial Network (GAN) 13) 

are used. 

1.3. OBJECTIVE 

The objective of this research is to propose an automatic 

generation method for horizontal building mask images by 

using 3D models with textured aerial photographs for deep 

learning. Specifically, we aim to improve the representation of 

the VR models by using textured aerial photographs on 3D 

models. Some aerial photographs include thin clouds, which 

degrade the image quality. The thin clouds on these aerial 

photographs are removed by using GAN for improving 

training accuracy. The proposed method can automatically 

generate mask images by using these 3D models and GAN. 

 

2. Proposed method 

Our proposed method automatically generates building mask 

images and aerial photographs. The generated mask images 

are used to train the deep learning model for semantic 

segmentation. The proposed method loads 3D models that 

include terrain and building objects, classifies the building 

class and others class, switches between a model with all 

objects and a model with only buildings, and generates two 

upper view images of the models from multiple viewpoints. 

Aerial photographs which include thin clouds are regenerated 

as images without thin clouds by using GAN. This system can 

generate multiple sets of mask images and aerial photographs 

without thin clouds from one 3D model. The flowchart and 

the conceptual diagram for generating the dataset are shown 

in Figures 1 and 2, respectively. 

 

 

Figure 1. Flowchart of our proposed method 

 

 
Figure 2. Conceptual diagram of our proposed method 
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3. Prototype system 

A prototype system was constructed to generate sets of mask 

images and aerial photographs without thin clouds by our 

proposed method. The automatic mask image generation 

system by using a 3D model with aerial photographs is 

developed in the game engine 4). To build systems to generate 

datasets, Unity was used as a game engine that can load 3D 

models. 

To generate thin cloud removal images, we use spatial 

attention generative adversarial networks (SpA GAN) 14), 

which use SPatial Attention Network (SPANet) 15) as a 

generator. The architecture of SpA GAN is shown on Figure 3. 

The SpA GAN model trained by using the open source RICE 

dataset 16) is used to generate thin cloud removal images 

from aerial photographs that include thin. The color tone of 

the generated image is corrected to match the original aerial 

photograph. The specification of the PC is shown on Table 1. 

 

 

Figure 3. Generator and discriminator 

(Created by the author with reference to the literature) 

 

Table 1. The specification of PC 

OS Ubuntu 16.04 LTS 

CPU Intel(R) Core(TM) i7-3770K CPU @ 3.50GHz 

GPU Geforce GTX 1060 

RAM 28.0 GB 

 

4. Results 

The sets of aerial photographs and mask images automatically 

generated by our proposed system are shown in Figure 4. The 

middle column shows automatically generated mask images 

and aerial photographs in which thin clouds are removed by 

the prototype system and the right column shows manually 

generated mask images. The white areas show the building 

mask. Our prototype system could generate 2912 sets in 219 

seconds. The time required for the generation of 91 thin cloud 

removal images by GAN was 29 seconds in this time. 

 

 

Photographs Mask images Mask images 

Automatically Manually 

Figure 4. Generated aerial photographs and mask images 

 

5. Discussion 

Our prototype system generates 2912 sets of mask images and 

aerial photographs without thin clouds in 219 seconds. The 

time to generate the mask images was reduced by 

automatically generating them from 3D models in comparison 

to the manual generating method. The mask images generated 

by our prototype system are almost the same as the mask 

images generated manually. This system can generate mask 

images with detailed shapes. However, it cannot generate 

mask images of small warehouses. It is necessary to prescreen 

the generated mask images.  
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The aerial photographs before and after thin clouds 

removal by GAN are shown in Figure 5. The buildings that 

were covered by the thin cloud cover on the thin cloud 

removal image generated by the GAN are clearly visible. 

However, it was covered with thin clouds, and the buildings 

that were completely invisible remained hidden in the clouds. 

 

 

Before thin clouds 
removal 

After thin clouds 
removal Mask images 

Aerial photographs 

Figure 5. Generated aerial photographs and mask images 

 

6. Conclusion 

The conclusions of the present study are shown below. 

  Our prototype system can generate sets of aerial 

photographs in which thin clouds are removed by 

GAN and mask images from a 3D model. 

  The aerial photographs before and after thin clouds 

removal by GAN were compared. 

Work left for the future includes training deep learning 

model by using the datasets generated by our prototype 

system, and evaluating the accuracy of the trained model. 
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